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1. Name of the Awardee : Dr. Ashok Vithoba Dorugade 

2. Award letter number and date: No. F. 30-1/2014/RA-2014-16-GE-MAH-5958 (SA-II), 

        Date: 20 February, 2015. 

3. Topic of research work: Post Variable Selection Analysis in Regression 
4. Is the Awardee working on the topic for the award of a doctorate degree: No  
5. Total number of working days during the period: 580  
6. Number of days the awardee remained on leave (with dates): 

a. With Salary number of days : 18    [07-03-2015, 09-03-2015, 28 to 29-07-2015, 23-10-2015,  
09-12-2015, 12 to 13-01-2016, 30-03-2016to31-3-2016, 1-04-2016 to 02-04-2016,16-12-2016 to 
22-12-2016, 28-01-2017, 21-02-2017 to 26-02-2017]   

b.  Without Salary number of days : 00    

7. Number of days the awardee remained out of station for fieldwork / travel with dates and 
places visited: 

Sr.No. Number 
of days Date: From_____to________ Place Visited 

1 02 25-09-2015 to 26-09-2015 Department of Statistics, Balwant College, 
Vita, Maharashtra  

2 02 15-09-2015 to 16-09-2015 Department of Statistics, SGM, College 
Karad, Maharashtra  

3 05 20-12-2015 to 24-12-2015 Department of Statistics, Savitribai Phule 
Pune University, Maharashtra  

4 10 19-02-2016 to 28-02-2016 ISRU, Indian Statistical Institute, Kolkata 

6 02 11-03-2016 to 12-03-2016 Department of Statistics, Shivaji University, 
Kolhapur, Maharashtra 

7 05 16-12-2016 to 20-12-2016 
Department of Statistics & Operations 
Research, Aligarh Muslim University, 

 Aligarh (India) 
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1. Name of the Awardee: Dr. Ashok Vithoba Dorugade 

2. Award letter number and date: No. F. 30-1/2014/RA-2014-16-GE-MAH-5958 (SA-  
                                                II), dated 20 February, 2015 
 

3. Name of the scheme under which he/she is working :UGC Research Award 2014-16 
 
4. Period for which the accounts of contingency grant relates: From 01/03/2015 to 28/02/2017 

 
5.  Expenditure 
 

From: 01/03/2015 to 28/02/2017  
 
Amount: 3,06,953 /-     Dated: 28/02/2017                
       

Items 
Amount 

First Year Second Year Total 
a. Research Staff - - - 
b. Equipments (Laptop, Printer, Portable disc 

etc.) 66,850 /- 46,400 /- 1,13,250 /- 
c. Books and allied items 30,000 /- 21,221 /- 51,221 /- 
d. Typing (Tracing and ammonia printing) 

 
30,000 /- 

 
40,000 /- 

 
70,000 /- 

e. Stationary 

f. Postage 

g. Chemical and electrical goods - - - 
h. Travel and Filed work 30,000 /- 42,482 /- 72,482 /- 

Grand Total 1,56,850 /- 1,50,103 /- 3,06,953 /- 
 

6. Period for which the contingency grant is payable: From 01/03/2015 to 28/02/2017 
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a. Summary of the work done during the period 
 

1. Name of the Awardee : Dr. Ashok Vithoba Dorugade 
2. Award letter number and date: No. F. 30-1/2014/RA-2014-16-GE-MAH-5958 (SA-II), 

        Date: 20 February, 2015. 

3. Topic of research work: Post Variable Selection Analysis in Regression 
4. Period of work done : From 01/03/2015 to 28/02/2017 

 

After thorough literature survey including estimation methods like ridge regression, principal 
component regression, Lasso estimation, Liu estimator, M-estimator, restricted ridge regression 
estimator, Jacknifed ridge regression estimator, Generalized Jacknifed ridge regression 
estimator, Modified Jackknifed ridge regression estimator, generalized ordinary Jackknife ridge 

regression estimator etc. which gives better performance than Least Square estimator in the 
presence of multicollinearity, Outliers and Heteroscedasticity, it was concluded that there are 

only few methods or procedures for post variable selection analysis in the regression. Model 
selection has an important impact on subsequent inference. Kabaila (1995), Pötscher (1991, 

1995, 1998, 2007) also consider the effect of model selection on prediction regions. Ignoring the 
model selection step leads to invalid inference. The parameters of the selected model are then 

estimated are called “post-model-selection estimators. Some research articles were studied in 
order to understand the recent trend in the subject.  Due to poor performance of Least Square 
estimates of regression parameters variable selection methods leads to wrong subset selection 
in the presence of multicollinearity, Outliers and Heteroscedasticity. In the proposed work we 
have plan to studied impact of model selection on subsequent inference upon the model 

selection in the context of fitting appropriate (or correct) models. To reach the goal properly 
initially in an effort to overcome the problem of LS with multicollinearity, Outliers and 

Heteroscedasticity we try to suggest parameter estimation methods in such situations. The ridge 



estimator suggested by Hoerl and Kennard is bench mark estimator in the context of estimators 
used in the presence of multicollinearity. In ridge regression, selection of biasing constant is 

important. Using ridge regression, numerous articles have been written for suggesting different 
ways of estimating the biasing constants including Hoerl and Kennard, Lawless and Wang, 
Masuo Nomura, Khalaf and Shukur, Dorugade and Kashid, Dorugade and others gives 
alternative method for determining biasing constant. Here also we try to suggest ridge 
parameter estimation method and shown the better performance of the same over other 
methods. We also suggest improved ridge estimator, Adjusted ridge estimator, Correlation 
based ridge estimator. There is no explicit formula for this ridge parameter. Many authors 
proposed different approximations for it. The conventional wisdom is that no single method 

would be uniformly better than all the others. Also, as pointed out by Liu (2003) when there 
exits sever multicollinearity the ridge parameter selected for ridge regression may not fully 

remedy the problem of multicollinearity. To avoid calculating the value of ridge parameter finally 
we suggest the estimator alternative to ridge estimator without any ridge parameter. All 

together suggested estimators and ridge estimator using suggested and reviewed ridge 
parameters are compared to each other in linear regression when data exhibits with 

multicollinearity, Outliers and Heteroscedasticity. Simulation results used in comparative study 
are generated using MATLAB code.  

  To acquire the depth in the proposed research work three National/International 

workshop/conference were attended whereas six research papers are presented in different 
National/International conference/seminars. The work done under completed research project 

was published in four different international journals where as few articles are communicated to 
different reputed journals for possible publications. 
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